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Abstract

Automated knowledge acquisition (AKA) tools hold promise of
preventing the process of acquiring knowledge from becoming the
bottleneck in the development of knowledge base systems (KBSs).
Most hospitals keep detailed records of patients containing
descriptions of symptoms, diagnosis, prescribed medicine, and
observed changes over time. Cumulatively, these records contain
a wealth knowledge about medical diagnosis and treatment. The
knowledge acquisition process would be significantly simplified if
an automated system could look at these records, and extract
valuable pieces of knowledge. Doctors would only need to verify
the output of these knowledge acquisition tools rather than sit
through hours of interview with knowledge engineers.

This paper presents a new methodology for knowledge acquisition
from databases. The proposed methodology coincide with RITIO
algorithm |3} in the rule induction without drawing the decision
tree and in the elimirating less effective attributes. It builds the
decision tree when needed. The new methodology differs from the
1ID3’ likes algorithms {15] and RITIO since it finds the glohal
optimal solutions via back tracking. 1t is tested on standard
example and applied on a real world database.

KEY WORDS
Machine learning, knowledge base systems, knowledge acquestion,
data mining

1 Introduction

Expert systems and knowledge-based systems are among the fruitful
spin-off from artificial intelligence [1]. An important part of building
expert system is acquiring knowledge needed to achieve the desired
levels of performance. In most cases, this is a painstaking task
requiring a knowledge engineer familiar with the struciure and
representation of a system to interview a domain expert.

The automation of knowledge acquisition is useful because valuable
knowledge is often resident in histerical records, books, and manuals
within organizations.

Tools for AKA would have the potential of nol only reliving the
knowledge engincer of the intcrview burden but also of allowing a
rapid assessment of the strength of the current knowledge base and
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selection of inlerview questions designed to compensate the weakness
in knowledge acquisition.

The AKA tools can be grouped into two categories [2]: Autonomous
tools, and tools supporting a knowledge engineer during knowledge
acquisilion task.

Autonomous tools attempt to learn relevant knowledge from domain
sources (such as historical records) independently, with little or no
supervision from a knowledge engineer.

Real data is not clean. Data cleaning, including the removal of
contradictory and redundant data items and the elimination of
irrelevant attributes, has been an important topic in data-mining
research and development [3]. Inductive machine learning has become
an important approach to automated knowledge acquisition from
databases [4]. The decision trees and decision tables (rules) are two
important structures in inductive machine learning. The discrete
function is their common analytical representation [5].

Existing data — mining algorithms such as C4.5 and HCV [3] start with
all attributes in a database and choose useful attributes for concept
description. The Rule Induction Two In One (RITIO} algorithm
eliminates attributes in database for decreasing irrelevancy from the
very beginning of its induction [3]. The elimination it self is an
advantage since the most irrelevant attributes are eliminated from the
beginning. Decision tree structures as induced by ID3 - like
algorithms are known to cause fragmentation of the database
whenever a high- arity attribute is tested at a node [15]. This
diminishes the understandability of the induced concept hypotheses.
Furthermore, 1D3-like decision tce structures have a tendency 1o
repeat subtrees when expressing disjunctive concepts. This is referred
to as the replication problem. As a consequence of these two problems
decision trees tend to grow very large in most realistic problem
domains. The RITIO algorithm performs a rule induction without
generating the decision trees. RITIO, like ID3-like algorithms makes
use of the cntropy measure, albeit in a different way, as a means of
constraining the hypothesis search space but, unlike I1D3-like
algorithms, the hypotheses language is the rule structure. ID3- like
algorithms, including ID3 and C4.5, need a decompiler (such as C4.5
rules) to transform decision trees into rules, whereas RITIO carries out
rule induction without decision trees construction.

However, RITIO and ID3-like algorithms perform no backtracking in
their search. Therefore, they are susceptible to the usual risks of hill-
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climbing search without backtracking: converting to locally optimal
solutions that are not globally optimal. The local optimal solution may
be less desirable than trees that would have encountered along a
differeni branch of the search.

This paper presents a new efficient algorithm, which carries oul rule
induction without decision tree construction and eliminates attributes
in the given database from the beginning of its induction too (like
RITIO). However, it constrnucts the trees from the rules as byproduct if
it desired. The new algorithm is superior than ID3- like algorithms and
RITIO in the important point that it finds the global optimal solution
through backtracking. A rule filter is used in order to prevent rule
redundancy in the rule induction stage. The algorithm is implemented
by the object oriented expert system language CLIPS [16] and is
applied on a medical database.

2, Problem Formulation
Given a learning task which have the following characteristics:-
o A set of training examples (real world database), S
o Each example (record) has a set of candidate attributes
(fields), Cyyy,
o A Target attribute, Ty,
o The target attribute has a set of values
It is required to:
a} Determine the less effective atiributes for elimination
b) Extract knowledge (rules) from the hypothesis space.
¢) Prevent rule redundancy via rule filier
In order to achieve the task, the paper is organized as follows;
section 3 explains the knowledge discovery processes. Section 4
presents a survey on the data mining techniques and concentrates on
the statistical information measures. In section 5 the proposed
algorithm is presented. Section 6 presents the application and results.
Finally, the conclusion and references are presented.

3 Kpowledge discovery process

Knowledge discovery is the process of finding useful knowledge from
large amount of data. Knowledge discovery from databases (KDD)
incorporates a sequence of steps such as processing of data, data
mining, model selection, post-processing and evaluation for finding
useful structure from data [6]. Machine learning (ML) is used as the
data-mining step of KDD. Machine learning theory attempts to answer
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questions such as “How does leaming knowledge acquisition
performance vary with the number of training examples presented?”
and “which leamning algorithms are most appropriate for various types

of learning tasks?”

Machine learning techniques have been explored for disease screening

[7], differential diagnosis [8,9] and other outcome measures {10,11].

Knowledge discovery process is composed of a number of stages [12].
The sequence of knowledge discovery can be represented as shown in

fig.1.

Leamn the
problem
domain

Create data sets (select
relevant examples from
the overall data}

Pre-process the data
{remove outlines, noise and
handle missing values)

Select atiributes
{determine which
attributes are important)

Decide the function
{classifics tion, prediction,
clustering or association)

oose the alge
{Meural networks, inductive
learning or statistical

gechn'fues)

Perform data mining
{Run the algorithm)

Visualize the results and
obtain the end-user reaction

Fig. 1 The stages of the

Knowledge discovery process
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4 Data mining techniques

The techniques that have been frequently employed in data mining are
inductive learning and neural networks.

Inductive leaming - which is extremely common in human cognition -
is the process of hypothesizing general rules from specific examples or
instances. Inductive learning algorithms create rules from a training set
containing a number of examples. Each example consists of several
attribute values and a class type. Thus, the problem of inductive
learning is to generate rules which, given the attribute vaiues of an
example can determine the types. The rules generated have the format:
IF attribute x has the value y

THEN ciass type s Z H

Or

IF auribute x; has the value y; AND attribute x; has the value y;
THEN class type is 2 (2)

The first rule is said to have one condition and the second rule, two
conditions. Normally, the more conditions that a rle has the fewer
examples it covers. Therefore, rules with less conditions usually have
a greatcr generalization ability.

4.1 Artificial neural networks

Artificial neurat networks (ANNs) provide a general, practical method
for learning real-valued, discrete—valued, and vector—valucd functions
from examples.

Back propagation algorithm uses gradient descent to tune network
parameters to best fit a training set of input- oulput pairs.

ANN leaming is robust 1o errors in the training data and has been
successfully applied to problems such as interpreting visual scenes,
speech recognition and learning robot control strategies.

4.2 Statistieal methods

Statistical methods for estimating hypothesis accuracy are fundamental
to machine learning. The methods focus on three questions. The first,
given the observed accuracy of a hypothesis over a limited sample of
data, how wcll does this estimale its accuracy over additional
examples? Second, given that one hypothesis oulperforms another
some samplc of data, how probable is it that this hypothesis is more
accurate in general? Third, when data is limited what is the best way to
use this data to both lcarn a hypothesis and estimate its accuracy?
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4.3 Bayesian reasoning _
Bayesian reasoning provides a probabilistic approach to inference. it is
based on the assumption that the quantities of interest are governed by
probability distribution and that optimal decision can be made by
reasoning about these probabilities together with observed data. It is
important to machine leaming because it provides a quantitative
approach to weighing the evidence supporting alternative hypotheses.
It also provides the basis for leaming algorithms that directly
manipulate probabilities, as well as a framework for analyzing the
operation of other algorithms that explicitly manipulate probabilities.

4.3.1 Brute — Force Bayes Concept Learuing

Assume some finite hypothesis space H defined over the instance
space X, in which the task is to leamn some target concept ¢:X?{0,1}.
The leamer is given some sequence of Iraining e¢xamples
<<x;3,d1>.. <X, de>> where x; is some instance from X and where d; is
the target value of x; (i.e., d; = c(x;)}). Assume the sequence of instances
<X{,... Xm,> i held fixed so that the training data D can be written as
the sequence of target values D = <4,, ...d,,>.

A straightforward concept learning algorithm to output the maximum
a posteriori hypothesis, based on Bayes theorem as fotlows [13]:

1. For each hypothesis & in H , calculate the posterior probability

P(#ID) = P(DiA)P(A)/P(D) &)
2. Output the hypothesis Ay.p with the highest posterior probability
Rar = argmax wi P(hiD} 4

4.3.2 Bayes optimal classification :
So far the question “what is the most probable hypothesis given the
training data?” is considered. The most significant question is “what is
the most probable classification of the new instance given the training
data?”’ The most probable classification is obtained by combining the
prediction of all hypotheses, weighted by their posterior probabilities.
If the possible classification of the new example can take on any value
v; from some set V, then the probability P(v,|D) that the correct
classification for the new instance is v; is given by:

P(v; ID) = £ waar P(Y; [8)P(A4D) ()
The optimal classification of the instance is the value v; for which
P(v; |D) is maximum. Bayes optimal classification :

ATEMEX vy E wP(Vj 1.’!,)["(’!; |D) (6)
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4.4 Inductive Learning Using Genetic Algorithm

The genetic algorithms {GAs) can be applied to problems that nced
search for a solution. Possible sofutions are represented as genes and a
fitness function is used to determine which solutions survive to the
next iteration. Genes with a low fitness are replaced by new genes.
The genes in a GA are represented in binary form, that is, as string of
ones and zeros. A population of genes is stored at any time.
Reproduction is performed by an operation called crossover, where
two genes are combined to create a new gene. Diversity is maintained
in the population by the mutation operation that generates a new gene
by selecting a gene and inverting one of its elements. The proportion
of times the mutation operation is applied is determined by a user —
specified parameter called the mutation rate. The inductive learning
can be seen as a searching problem. There are a large number of
possible rules that could be ercated and it is necessary to search for the
set of rules giving the best performance. Thus, it is possible to utilize
GAs for inductive lcaming.

4.5 Decision tree learning

Decision tree leaming {DTL) is one of the most widely used and
practical methods for inductive inference. It is used for approximating
discrete-valued functions that is robust to noisy data and capable of
leamming disjunctive expressions. The DTL methods search a
completely expressive hypothesis space and thus avoid the difficulties
of restricted hypothesis spaces.

4,5.1 Decision Tree Representation

Decision trees (DTs) classify instances by sorting them down the tree
from the root 1o some leaf node, which provides the classification of
the instance. Each node in the tree specifies a test of some attribute of
the instance, and each branch descending from that node corresponds
to one of the possible values for this attribute. An instance is classified
by starting at the root node of the tree, testing the atiribute specified by
this node, then moving down the tree branch corresponding to the
value of the attribute in the given example. This process is repeated for
the subtree rooted at the new node.

Scveral inductive leaming algorithms and families of algorithms have
been dcveloped. These include ID3, AQ and RULES. The 1D3
algorithm, developed by Quinlan [14] produces a decision tree.
Summary of the [D3 algorithm is given in Appendix 1.
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4.5.2 Information Gain Measures .
At each node of the tree, an attribute is selected and examples are split
according to the value that they have for that atiribute. The attribute to
employ for the split is the one with the higest information gatn for the
examples [12]. The enwopy measure characterises the {im)purity of an
arbitrary collection of examples. Given a collection S, containing
positive and negative examples of some target concept, the entropy
of § relative to this boolean classification is given by [14]:
Entropy (S) = - pr10g:p¢) - Prologapy) Q)
Where py., is the proportion of postive example in S
P, is the proportion of negative example in S
If the target attribute can take on c different values, then the entropy
of § relative to this c-wise classification is defined as:
Entropy (§) = 3" - p;log, p, ‘8)

Where p; is the propottion of § belonging to class i
Given the entropy as a measure of the impurity in a collection of
training examples, the information gain is simply the expected
reduction in entropy caused by partitioning the examples according to
this attribute. The information gain Gain(S,A) of an attribute A,
relative to a collection of examples S is defined as :

Gain(S,A) = Entropy (S) - ) 2 Entropy (5.,) )]

veVafurr (4) 5
Where:
values (A) is the set of all possible values for attribute A
Sy i5 the subset for which attribuiz A has values:
V(s = {s SjA(s)=v)

5 The proposed Rule Extraction Algorithm

a Determine the candidate atmributes’ priority list for each target
artribute value inside the target concept. The is done at the very
beginning calculation of the information gain.

0 Determine the information bias value to climinate the less
required candidate attribute form competition.

0 Form the new candidate attributes [ist

o For each candidate attribute in the new candidate list do

For each value in thc target attribute do
-Assign Y or N for the target concept
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-Use the breadth first spread to make instances of
the candidate attribule path with their associated
values which meet the target atiribute wvalue
“Yes™.
-Form the IF THEN parts of the extracled rules.
-Calculate the number of instanccs performed.
End do
End do
a For all extracted rules do
Chick the redundancy of the rules
Print the rules
Perform the decision trees instruction 1fthey
are required.
End do

5.1 A Test Example

The operation of the ID3 [13] and RITIO [3] algorithms is based on
the learning task, which is represented by the training examples of
table 1 [17]. The target attribute PlayTennis, which can have values
yes or no for different Saturday mornings, is to be predicted based on
other atiributes of the morning in question. The information gain
measures used in the three algorithms are shown in table 2.

Table 1 The Golf data set

Day | Outlook | Temperature | Humidity Wind PlayTennis
Di Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3 | Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
D5 Rain Cool Normal Weak Yes
Dé Rain Cool Normal Stron No
D7 | Cvercast Cool Normal Strong Yes
D8 Sunny Mild High Weak No
D9 Sunny Cool Normal Weak Yes
D10 Rain Mild Normal Weak Yes
Dil Sunny Mild Normal Strong Yes
DI2 | Overcast Mild High Strong Yes
D13 | Overcast Hat Normal Weak Yes
D14 Rain Mild High Strong No

Table 3 illustrates the TD3, RITIC and the proposed algorithm. In this table,
the proposed algorithm is applied on three cases: case | no backtracking is
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ased. In case 2 a backiracking is used but 0o rule filteration. The case 3 uscs
b:h:xﬁng:dmkﬁhuﬁs.tmlﬁmlbmemﬁssm]wﬁk
cases 2 and 3 exceeds with 7-8 rules.

TableZThcmofinfaMon'm’n
Aftributes | Entropy - RITIO | Information Gain | Information Gain
1D3 New Algorithm
0.246

Outlook 0.6%4 0.246
Temperature 0911 0.029 0.029
Huomidity 0.788 0.151 0.151
Wind 0.892 0.048 0.043

Table 3 The measores of information gain
Algerithms | No Exiracted Rules
1 | IH] Outlook = Sunny [and] Hameidity = Normal
[then] PloyTensis = Yes
2 | [(1f] Ondook = Overcast [thes] PlayTensis = Yes
3 |11} Outlook = Rain [and] Hind = Weak [theu]
PlayTeanis = Yes
| |{IN) Oxtook = Overcast [and] Humidity = High
jthen| PlayTennis = Yes
2| [if) Humidity = normal_[then] PlayTemais = Yes
(1f) Humidity = normal {and} Wind = Weak [them]
PlayTenmis = Yes
4 | [If] Outfook = Rain [and) Humidity = High [and]
Wind = Weak {then| PlayTennis = Yes
! | 1) Ostfook = Sunny {and] Humidity = Normal
[then] P ayTennis = Yes
[1f] O=tiook = Overcast [then] PlayTennis = Yes
3 | (1] Outtook = Rain {and} Wind = Wecak [then]
PlayTennis = Yes
1 | {iff Owtlook = Surmy [and) Humidity = Normal
[then] PlayTeanis = Yes
2 ] {if} Outiook = Rain jand) Wind = Weak {them)
PlayTennis = Yes
{11] Owtlock = Overcast [then] Play Tennis = Yes
4 [ [If] Wind = wesk {and] Outlook = summy {and]
Humsidity = Noveal [then] Play Tennis = Yes
5 | (AN Wind = weak jand] Outlook = Reix {then]
PlayTennis = Yes

1111

Ol
w

| eam)y
pasodoagd
]

{BuppLgnaeg)
T e posodosg
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| Algorithms | No Extracted Rules
6 | [} Wind = weak {and] Outlook = Overcast {then)
PlayTennis = Yes

7 | [1] Humidity = high [and] Outlook = Rain [and]

Wind = fVeak [then) PlayTennis = Yes

8 | () Humidity = high (snd] Outlook = Overcast

then] Play Tennis = Yes/

9 |1} Temp = Cold [and] Wind =Weak [then]

PlayTennis = Yes/

10 | [If] Temp = Mild [snd] Humidity = Normal

[then) PlayTennis = Yes/

It | [} Temp = High land] Outlook = Overcast

{then] PlayTennis = Yes/

1 | [} Outlook = Sunny jand) Humidity = Normal

then| PlayTennis = Yes

2 | [I] Outlook = Qvercast |then| PlayTennis = Yes

3 | ] Wind = weak [and] Outlock = sunny {and]

Humidity = Normal [then] PlayTennis = Yes

4 [ {If] Wind = weak [and] Outlpok = Rain [then)

PlayTennis = Yes

5 | (1] Wind = weak [and] Outlook = Overcast [then]

PlayTennis = Yes

[1f) Humidity = high [and] Outlook = Rain [and]

Wind = Weak_[then] PlayTennis = Yes

7 | () Humidity = high [and} Outiook = Overcast |

[then) PlayTennis = Yes/

8 |(If] Temp = Cold [and] Wind =Weak [then]

PlgyTennis = Yes/

g {tf] Temp = Mild [and] Humidity = Nermal
[then] Play Tennis = Yes/

10 | {if] Temp = High [and] Outlook = Overcast

[then) PlayTennis = Yes/

(oY 30y w Rapprgyaeg)
€ :mu) pasodosy
o

5.2 Program description

The program begins with the main menu window as shown in fig. 2.
If the user chooses the DataBase button, database simulation is
performed as shown in fig.3. If the user chooses the Data Selection
button, the Data_selection form will displayed as shown in fig. 4. This
form shows the attributes sclection. The target attribute(s) or diseases
are displayed automatically in the Diseases selection control box. The
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number of atiributes, patient cases and discase are calculated and
displayed too. The user has the ability to choose all aitributes, or
scparsie attributes.

The Solve button in the main menu (fig. 2) nms the CLIPS program,
In order 30 display the rules and the trees the user has to click on the
Skow Rules button. The Resalt screen (Fig. $) displays the decision
trees and the extracted rules.

ks o s 2 ncal 1

amarics of .o i 1 p
l iy oot 1 1| wormal 3
e — t] 1 a
LI ] & 1 N
e e 3 Vimomd 5
rraiiion ot i T X
ey dxchion Ev{mlvrant gt
- Aacks of] L ] 5 ] N
E pra 3 — -
] Ak d] - 3 i iy

T vt i < [ Trgmics. " &

1 s Tt kv oot it ' i 1 v
14 wchathon  Sriphe irgoinal Yuserio) e powsar i Si Tjremad 2

VELL it e, o, - =" H W Wil

Fig. 3 The simulation of the Urology center datsbase
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bt

cytology= ant ancer tec low grade [thea] Racumrent vilto:
[if] wrologic_candition= right ifiac resal kansplantation ftvan] Multh
{it] wrologic_candition= multipme stones ek kidney
stona right kidaay [hen] Kidney traasplaatation- y
[i) urologic_candiion= stone rght kidnﬁ [ther] Stone posterior w
(i1] cytalagy~ negative for tejection (han] Stone sight kidney=y
{i} son_urologic_problmm= pokio of the right lowsr limb limping [the

N

Fig. 5 The decision tree and rule extraction form

6 Applications and Results
The original subject data used from the Urology and Nephrology
center’ relational daabase at Mansoura University and transferred into
formats acceptable to the proposed machine learning program. The
medical abbreviation used are:
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KUB : Kidney Ueter Bladder [VU : Intravenous Urography ‘ .
Samples of knowledge extracted from the proposed algorithm when it
is applied on the Urology and Nephrology center’ relational database
are shown in tables 4, 5, 6, and 7.

Table 4 Case | rule extraction with tota] attributes

Zz
)

£
E

Extracted rules with detailed data

[if] kub = bad preperation {and] cytology = cyt_no [then] bladder tumor =y

(i€} kub= bad preperation [and] cytology = malignant cneer TCC low grade
[then] bladder tumor =y

(if] kub= Faint shadow in left kidney [then] bladder tumor= y

[if] kub= Petvic phiebotomy on the left side [then] bladder tumor= y

[if] bicpsy= early acute vascular rejection [then} renal allotransplantation = y

{if] ultrasonic= not done [and] ivu = perfect [then] stones= y

[if] ultrasonic= not done [am] ivu = not done {then] stones=y

[if] ultrasonic= stone renal pelvis [then] siones=y

[if) ultrasonic= grade 11 hyperchogenic parenchyma [then] stones=y

[if] cytology= negative for rejection [then) chronic renal failure =y

[if] ultrasonic = Muitiple stones middie & lower calyx {then] canser prostate = y

] bt P R T T BT =Y VY [N [PV R Y (Y +-

[if] ivu= Mild hydronephrosis, mildy dialated renal pelvis [then] pleviureteral
junction obstruction =y

Table 5 Case 2 nile extraction when climinating Ultrasonic, Endoscopy,

Biopsy and Cytology attributes

Rule E» macted rules with detailed data
No.

{if] kub= bad preparation [and] ivu= not done [then] bladder tumor=y

[if] kub= Faint shadow in left kidney {then} bladder tumor=y

[if] kub= Pelvic phlebotomy on the left side [then] bladder tumor =y

[if] operation = Appendictomy {then] renal aHotransplantation = y

[if] ivu = not done [and] kub= stone posterior urethra {then] stones= y

[if] ivu = stone renal pelvis, patent ureter down bladder [then] stores=y

[if] ivu = evidence of multiple stones [then] stones=y

{if] abdomen = scar of graft nephrectomy [then] chronic renal failure=y

[if] iva = Small stones middle & lower calyces [then] cancer prostate=y

Slw|oe|on|wn b jw b~

[if] iva = Mild hydronephrosis, mildy dilated renal pelvis [then]
pleviureteral junction obstruction=y
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Table 6 Case 3 rule extraction when eliminating
Biopsy and Gytology attributes
Rule Extractéd rules with detailed data
No.
1 .| [if] kub= bad preparation [and] endoscopy= Multiconcentric villous
"+ | bladder tumor [then] bladder tumor=y
2 {if] kub= bad preparation [and] endoscopy= Domal fungating tumor [then]
| bladder tumor=y
3 * | [if] kub= Faint shadow in left kidney [then] bladder tumor=y
4 [if] kub= Pelvic phlebotomy on the left side [then] bladder tumor=y
5 [if] operation= Appendictomy [then] renal allotransplantation= y
6 . | [if} ultrasonic= not done [and] ivu= perfect [then] stones=y
7 [if] vitrasonic= not done [and] ivu= not done {then} stones=y
8 [if] ultrasonic= stone renal pelvis [then] stones=y
9 {if] ultrasonic= grade Il hyperechogenic parenchyma [then] stones= y
10 | [if) abdomen= scar of graft nephrectomy [then] chronic renal failure=y
Tt [if] ultrasonic= Multiple stones middle & lower calyces [then] cancer
prostatc= Y
12 [if] ivu= Mild hydronephrosis, mild dilated renal pelvis [then] pleviureteral
junction obstruction =y
Table 7 Case 4 rule extraction when eliminating
Ultrasonic and Endoscopy attributes
Rule Extracted rules with detailed data
No.
| [if} kub=bad preparation [and] cytology= cyt_no [then] bladder tumor=y
2 {if] kub= bad preparation [and] cytology= malignant sncer, low grade TCC
[then] bladder tumor=y
3 [if] kub= Faint shadow in left kidney [then] bladder tumor=y
4 [if] kub= Pelvic phlebotomy on the left side [then] bladder tumor=y
5 [if] biopsy= early acute vascular rejection [then] renzl allotransplantation=y
6 [if] ivu= not done [and] biopsy= biop_no [then] stones=y
7 [if] ivu= stone renal pelvis, patent ureter down bladder [then] stones=y
L4 [if] ive= evidence of multiple stones [then] stones=y
9 [if] eytology= negative for rejection [then} chronic renal failure=y
10 [if] ivu= Small stones middle & lower calyces [then] canser prosiate =y
11 [if] ivu= Mild hydronephrosis, mild dialated renal pelvis (then] pleviureteral

junction obstruction=y
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Figure 6 shows the bias vatues (used for attribute elimination) and the
number of instances generated for rule extraction. Figure 7 shows the
relation between the number of rules generated and the attribute
elimination bias.

instances - Bias
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Fig. 6 The instances and the arribute elimination bias
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Fig. 7 The number of rules and the attribute elimination bias

T Conclusions

As the real world databases are large and noisy, the problem of
focusing on relevant information has become increasingly important in
data mining. The paper uses the induction algorithm, which uses the
information theoretic function to induce rles by attribute elimination
from a medical database (in Urology and Nephrology center at
Mansoura University). It is similar to the decision tree induced in ID3
and C4.5, which uses the most relevant attribute first to branch on. The
direct contract between them is that the proposed algorithm uses
backtracking to extract rules first then a rule filter is used to eliminate
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the rule redundancy. This approach does not need de compilation to
¢xtract rules from decision trees. The decision tree is eonstructed if the
user necds displaying it. The system is applied on a real database.
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Appendix |
Summary of the ID3 algorithm specilized to leaming boolean —~ valued
functions.
ID3 (Examples, Target_attribute, Attributes)
Examples are the training examples. Target_atribute is the
attribute whose value is to be predicted by the tree. Attributes is a list
of other attributes that may be tested by the leamed decision trec.
Returns a decision tree that correctly classifies the given Examples.
¢ Create 2 root node for the tree
» If all Exampies are positive, Retum the single- node tree Root., with
{abel =+
s If all Examples are negative, Retum the single- node tree Root. with
label = -
+ [ ataribute is empty, Return the single- node tree Rool. with label =
most common value of Targel_attribute in Examples
¢ (Otherwise Begin
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e A 7 the atribute from Afribute thar best (with (he highest
information gain) classifies Examples
e The decision attribute for Root ? A
s For each possible value viof A,
* Add a new branch below Root , corresponding Lo the test
A= ¥
s Let the Examples,i be the subset of Examples that have
vajue v; for A
o [f Examples,; is empty
e Then below this new branch add a leaf node with labe] =
most common value of Target atwribute in Examples
o Else below this new branch add the subtree
ID3 (Examples,;, Target_attribute, Attributes — {A}))
e End
e Return Root





