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ABSERACT

. It paper. we propose a new low bit rate scheme thal gombines the Discrele Wavelel Translform (DWT) and Veetor
Ouantization (¥YQ) for image compression with high Compression Ratio (CR} in order to achicve acceplable quality of oulput
inages. image compression using the combination of DWT with VQ has been considered in many recent works; here in our paper
the DWT was perlormed on severa) gray sceale standard images, each of (256X256) byle. We used 4 images as the training images
to train VO using L.BG algorithm and get the final aptimal codebook. Then we used anotiier two images to compare our output
image with 1PEG2O00 standard winel based on Wavelel and Scalar guantization. Our proposed system used VQ codebeok with
variable codebook size and dimensions were used to compressed wavelel fransform coclficients result using many wavelel Iypes,
Our proposed system is showed thai the best Wavelet types that you can use for compression is COIF 2. Qur proposed syslem gave
Lotiar PENR Yum PUG2000 standand at high (CR}, abuve than (51, and s achieved al VQ codebook size (1024 -512) wiih
drmension equal 10 256, 1 the paper a typical systew for the application of image compression system and new scienhific resulls
are presentad.

Keyword: Vector Quantization (VQ). Scelar suitable channel in a digital medium. such as
Cheantization (SQ). data connpression, suhbond smwullimedia communications, integraied services
coding, Compression Rutio (CR) and discrete digital newworks (ISDNj, video couferencing,
veaveled transform (D), storage of medical images, archiving of linger prints

. and transmission ol remote scnsing images. The
1- INTRODUCTION number of bits required te represent the coded
image should be smaller than that vequired for the

lmage compression maps an original image into SE )
original image, so that one can usc less

a bit stream suitable for storage or transmission over
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communication time or storage space Ref. {l]. A
fundamental goal of data compression is to reduce
the volume of dala for transmission or storage while
maintining an acceplable fidelity or image quality.
Consequenily.  pixels  must  not  always be
reproduced  exactly as the originated also, the
Human Visual System (HVS) should not detect the
difference between original image and reproduced
image. The redundancy (both statistical and
subjective) can he removed to achieve compression
of 1he image data. The basic mcasure for the
performance  of a compression algorithm is
Compression Ratio (CR), defined as a ratio between
original data size and compressed data size. In a
lossy compression scheme, the image compression
algorithm should achieve a tradeoff between
compression ralio and image quality.

There are two types of image compression.
These  are  lossless  compression  and  lossy
compression. Lossless compression, which is aiso
called noiscless ceding, dala compaction, entropy
coding, or invectible ceding, refers to algorithms
that allow the original pixel intensities to be
perlectly  recosered  from the compressed
representation. Lossy compression algorithms do
not allow that Ref. [I]. The compression can be
achieved by ansforming the data. projecting it on
basis of Tunctions, and then encoding the resulted
cocllicients.

.I In this paper, we present a new technique of
image compression based on wavelel transform and
VQ Ref. [2]. Wavelet transform is a recent
technique ol signal  processing Ref. {3] to
decompose the original image to one decompeosition
tevel. Then, the wavelel coefficients are quantized
and encoded using “vector quantization Ref. [4].
Multiple Wavelet types wilh diflerent order and VQ
with multiple codebook size and dimension were
used as the paramiclers for compression.

I'he wavelet cocfficients can be  quantized,
among other mcthods, by Scalar Quantization (SQ)
as in JPEGR000 Standard or VQ as in our work.
Comparing SQ versus VQ should take into
consideration (w0 aspects; compression  ratio
achicved and compression quality .VQ gives much
highcr compression ratio and quality than SQ so the
current application uses VQ as will be verified in

the result Rell [5].

So, the remainder of this paper is organized as
follows:
Section (2) focuses on general background of
Discrele Wavelet Transform  Decomposition and
how to use it in image compression, section (3)
focuses on general background of Vector
Quantization and how to wuse it in image
compression, section (4) image quality evaluation to
quantify the difference, or distortion, between the
original image and the reconstructed one, in section
{5) we present our algorithm of compression and
decompression, and the experimental results are
shown in section {6).

II. DISCRETE WAVELET

TRANSFORM DECOMPOSITION

DWT can be efficiently used in image coding
applications because of its daia reduction
capabilities. Unlike the case of Discrete Cosine
Transform (DCT) which based on cosine functions,
basis of DWT can be composed of any function
(wavclel)  that  satisfies  requirecmenis  of
multiresolution analysis Ref, [6]. From that, therc
exist a very wide choice of functions for basis of
DWT. The choice of wavelet depends on contents
and resolution of imtage. DWT has some properties,
which make it a better choice for image
compression than DCT, especially for image on
higher resolutions. The entire image is transformed
and compressed as a single data object rather than
block by block (as in DCT based system such as
IPEG Standard) allowing a uniform distribution ol
compression error across the entire image. DWT
has higher decorrelation and energy compaction
efficiency so DWT can provide beiter image quality
on higher compression ratios. Localization of
wavelet functions, both in time and frequency, gives
DWT potential for good representation of imagcs
with fewer coefficients, DWT represents image on
different resolution levels.

To effectively transmit digital image. data
compression is needed. The original image is
transformed so as to remove some of the correlation
among pixels; then only the few coefTicients wilh
concentrated energies need to be processed Ref. {7].
Flowever, most natural signals and non-stationary
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signals need o be analyzed simuitancously i both
tme and {requency; the well-known Fourier
tansfory (FT} does not give an analysis in Gime
domain.  Although the Short Term Tourier
Transform (STFT) overcomes the localization in the
domain by using a window function, the same sized
winndow inust be used for all locations in the time
frequency  planc. A wavelet transform  can  be
considered to be a generalized STFT; it analyzes the
sivnals while dilating and translating a prolotype
compactly supported function (wavelet). In other
waords, wavcelet adjusts the window size to fit the
sighal vacianee Rell [8]. Finding the best wavelel
basis lunction 10 represent an arbitrary signal is still
quite complex and takes much time.

Basic principle of DWT Ffirstly is shown in Fig. 1.,
the decomposition of wavelet coefficients doesn™
use a scaling function but based on two filters (L
and 11} Refl. [6, 9].LL represents original image to
the Y2 resolution,  corresponding  w  the  low
resolution level 1. The three others represent the
detail images corresponding to the information
visible at the resolution level 1. They are images in
the three divections: vertical (HL), horizontal {LLH)
and dingonal (1M1, The union of these four images
permils o reconstruct the original image. Only one
scale ol wavelel  decompositions  having  four
different bands arc chosen in this research as shown
m Fig.l. Starting with original image X of size
256x256 pixels, the four bands LL, LH, HL, and
P of size 128x128 cach Tor HAAR Wavelcet.

The input image X of size (256 x 256) is first
pactitioned n the horizontal direction into two
hialves by the Low pass lilter Hy (2) and the High
pass filter 14,(z). The output of each filier is then
down sampled with 3 factor of 2. Each output is
lurther partitioned in the vertical direction into two
halves by the same filtiees. The output of each filter
is again down sampled with a factor of 2, which
viclds the four bands ot ihe first scale, as shown in
Fig. 2A. Fig.2B. shows the reconstruction process at
the receiver. Afler the encoded image of each band
is decoded and up sampled with a factor of 2, the
Low pass image and the High pass image arc
lltered by the Low pass filter Fg (z) and the High
pass lilter 14(z), respectively. The output of these
two lilters is then added 1ogether 1o produce the
corresponding reeonstrucled image X

The tmportant propertics ol wavelet lunctions in
image compression applications are compact
support  (lead to efficient implementation),
symmetry {useful in avoiding de-phase in image
processing), orthogonality (allow fast algorithm),
regularity, and degree of smoolhness (related to
filter order or filter length) Ref. [10].
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Fig 1. Decomnposition in wavelet
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[1l. VECTOR QUANTIZATION

Veclor quantization (VQ) Ref. [11] is ene of the
altraclive lechniques for lossy data compression,
which  can  theoretically over perform  scalar
quantization (SQ). According to Shannon’s rate
distortion theory, VQ can always provide a better
compression performance than any other coding
schieme using SQ Ref. [12].

VQ maps K-dimensional veclors in veclor space
(Rk } Luclidean space into a linile set of vectors W
= (W, i= I, 2, ..., N} cach vector W, is calied a
reproduction vectors {code veclors, reconsiruction
vectors, codeword). And the set of all the code
words is called a codebook. Associated with each
codeword, W,, is a ncarest neighbor region called
Voroni region {¥,), and is defined by:

vo=fre & x-y)<x- v | soratt j=if )

The set of Voroni regions partition the entire
space such that:

N i
Uy, = R" and v Nv, =g if = j(2)
=1

K is (he dimension of the veclor quantizer and N
is the cidebook size. One of the parameters of the
V@ is the code rate, which measures the bils per
vector component. It is used to represent the input
veelor and  gives an indication of achievable
accuracy with a vector quantizer if the codebook is
well designed. The equation used to calculate this
value is defined as:

R={(lon, )/ k) 3

This cquation measures the number of bits per
veclor component. [n voice waveform coding, R is
expressed in bitYsample. In image coding, R is
expressed in bits per pixel (BPP).

Hlence, the code veclor (protolype vector) W
mayv be viewed as a patlern -class label (prototype
pattern) ol 1he input vectors belonging to  Lhe
corresponding  cell v, Since VQ performs a
mapping of similar input pattern s (input vectors x)
to similar output patterns (code vectars W)}, it may
be.viewed as a form of pattern recognition where an
inpul paltern is “approximated” by one of a
predelermined set {codebook) of standard pattern s
(code vectors) Ref. | 11).
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An important problem of VQ is how to design a
codebook that is good for a given source, in the
sense that the average difference in represemting the
input source vectors {input patterns) by the
corresponding code vectors (prototypc patterns)
may be kept (o a minimum.

Finally. A vector in VQ can be used to describe
almost any type of patterns in an image simply by
forming a vector of samples from the images. In
practice, the vector size is usually K=16 pixcls
wilhin the image.

A codebook of size N {(usually cquals 256) is
formed by taking a training set of vectors and
minimizing the distortion function, which is a
measure of the performance of the quantizer Rel.
[I1]. For images, this represents the bits per pixel
(BPP), and therefore specifies the compression ratio
for the quantizer. For example, if we set k=16 and
N=256, we get a BPP of r=0.5 then {CR=16) by
changing N=128, we get a BPP of r=0.4375 then
(CR=18). VQ is typically used to compress images
in the spatial domain, but it can also be used o
compress transformed coefficients.

Many algorithms have been proposed 1o design a
fast and adequate codcbook Rell {13, 14, 15].
However, they have difficulties in their practical usc
due to the large amount of computations for
codebook design with a lot of input vectors. IFor
example, the Kohonen Competitive Learning (CL)
algorithm and its derivative’s algorithms require a
lot of iterative computations to obtain an adequate
codebook Ref. [4, 16, 17). The famous algerithm
for codebook design is Linde-Buzo-Gray's
Algorithm (LBG) Ref. [I8], where codebook ix
created and optimized using classification. The
training set comprised of vectors belonging to
different images; it converges iteratively (o a locally
optimal codebook.

IV, IMAGE EVALUATION

The image quality can be evaluated objectively
and subjectively Ref. [10, 19]. Objective methods
are based on computable distortion measures. A
standard objective measure of image quality is the
reconstruction error. Suppose that one has a system
in which an input irnage element blocks {{x (n)}. n
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=0, ... N-1} is reproduced as {{y ()} n=20, 1...
N-1}. The reconstruction errorr (n) is defined as the
difference between x (n) and y {n) and can be
cxpressed as:

rny=xn}-yn. (4)

Mean-Square-Error  (MSE)  values over an
appropriate  sequence  length M and can  be
expressed as:

T .
MSE = — - 5
Y gu, V) (5)

A standard objeclive measure of coded image
gquality is signal-to-noise ratio {SNR), which is
delined as the ratio between sigual variance o} and

reconstruction error variance [mean-square error
{MSE)] usually expressed in decibels (dB)
2

SNR(dB) = 10log,,( ) (6)

a..\'
MSE

When the input signal is an R-bit discrete
variable, the variance or energy can be reglaced by
the maximum imput symbol energy (2%-1)% For the
common case of 8 bits per picture element of input
image (e.g.. R=8). lhe peak SNR (PSNR) can be
delined as

¥

255
PSNR{dBY=10lo —_ 7
{dB) gm(‘MSE) Q)

V. THE PROPOSED ENCODING
OF WT COFFICIENTS USING VQ

Enceding and decoding scheme shown in Fig.3.'
demonstrates the experiments that were conducted
by applving our proposed system to image
compression based on DWT and VQ. The test
images were Lena and Baboon. They are 8-bit gray
scale inages with a resolution of 256 * 256 pixels.
v our experiment, we used three types of wavelet
tamilies; Haar Wavelet (HAAR), Daubechies
Waveler (DB). and Coiflet Wavelet (COIF). Each

"1y urder to cvaluate our proposed sysiem, we implemente -d
it on a PC consisting of an Intel 850 chip set, RDRAM (256
MB).an Intel Peptium [11 processor running at 3.00 GHz, and
Windows XP Professional platform.

E. 12

wavelet (ype can be parameferized by an integer
that determines the filter order. In our examples,
different filter orders are used inside each wavelet
type. We have used the following sels of wavelets;
DB- N (with N=2, 3, 4,and 5) and COIF - N (with
N = | and 2). Daubechies and Coiflet wavelets are
types of orthogonal wavelets that are compactly
supported.  Compactly  supported  wavelets
correspond to Finite-Impulse Response (FIR) filters
and. thus, they lead to an efficient implementation
Ref. [10]. 'The number ol decompositions thal we
used is equal to one. After decomposing the image
and representing it with wavelcl coefficients,
compression can be performed by quantizing these
coefficients using VQ. Totally we used to
implement VQ four sets of (4-16-64-256)-
dimensional input vectors are generated by dividing
these test images into ((2 x 2)-(4 » 4)-(8 x 8)-(16 =
16)) pixel blocks respectively.

Our proposed system consists of two main
parts (Encoder- Decoder), the input to the encoder
is the original image and the output is the image
index that is sent through a channel {the channel
could be a computer storage, communication
channel, and so on). When the decoder receives the
index of the previous original image it replaces the
index with the associated reconstrucied image
pixels,

The prerequisite of our system is creating the
optimal codebook for VQ. There are scveral
techniques and methods known for creating these
codebooks, such as LBG algorithm Ref. [14,18].
The LBG algorithm guarantees that the dislortion
from one iteration to the next will not increase Refl.
[1]). We created our codebooks using four standard
images (CMAN- ELAINE- MAN- PEPPERS) as
training sequence, which are shown in Fig.4. Also
we used other two slandard test images (LENA-
BABOON) as shown in Fig.5.,and FFig.6. . Also, as
menlioned previously, we used four sets of (4-16-
64-256)-dimensional input vectors to VQQ.

Encoder and Decoder consisted of the following,
Input image 8-bit gray scale images with a
resolution of 256 = 256 pixcls, and Wavelet
transform decompose the original image to one
level decomposition, then we divide thesc
decomposition level into vector blocks (Block to
Vector Conversion) as seen in Fig.3. Then the
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veclor block is compared with every codeword in
the cookbook (Designed by LBG algorithm) using
Fuclidean distance formula Ref. {4, 18]. The
representative codeword is determined 1o be the
closest in Euclidean distance from the input vector
block. The Euclidean distance is defined by:
.
d(.\,n-*)—\};(xj Wy)

Onec the closest codeword is found. the index of
that codeward is sent through a channel. When the
decoder receives the index of the codeword, it
replaces (he index with the associated codeword,
and then these codewords are converted to blocks
{Veetor to Block Conversion) as seen in [ig.3. Then
Block Reconstruction collected to reconstruct one
level decompasition wavelet coefficient, then
Inverse  Wavelet transform  transformed these
cocfficients and generated the reconstructed image.

VI. EXPERIMENTAL RESULT

The DWT was performed on the 256x256 byte
gray scale images (several standard images). We
used 4 images as the training images to train VQ
and eet the final codebook. These images arc
stundard images (CMAN — ELAINE —-MAN -
PLIPERS), then we used other two images (LENA
- BABOON) to compare our result with the output
ol thesc images with JPEG2000 Standard.

®)

M. M. Helal, S.F. Saraya & S. El-Taweel.

The following is our proposed compression
result. All papers and works confirmed that,
JPEG2000 is the new standard for still image
compression. It provides a new framework and an
integrated toolbox to better address the increasing
needs for compression. It also provides a wide
range of functionalities for still irmage applications,
like Internet, color facsimile, printing, scanning,
digital photography, remote sensing, mobile
applications, medical imagery, digital library and E-
commerce Ref. {20, 21, 22, 23 and 24]. So we
compare our result from proposcd method with
JPEG2000 Standard.

In our proposed system, we used many wavelct
types such as HAAR, DB2, DB3. DB4, DBS.
COIFI, and COIF2 as seen in Fig.3. We used with
every wavelet type many of codebook size such as
1024, 512, 256, and 128. Also, for every codebook
size we used multiple codebook dimensions such as
4, 16, 64, and 256. We found that the best wavelet
type to get best PSNR is COIF2 type as shown in
Fig.7. for Lena Image, and Fig.8. for Baboon
Image.

From previous siep we show that Coif 2 gives
the best PSNR at the same Compression ratio, and
in the tollowing step COIRF 2 resulls were compared
with the result of JPEG2000 Standard. Fig.9. Shows
COIF 2 Vs. JPEG2000 Standard for LENA image,
and Fig.10. shows COIF 2 Vs, IPEG2000 Standard
for BABOON image.

Trananission
Channel
Encoder |
Lrigimad P Decoder Reconsiructed
Image : : lmage
Wavelet | | Plocklo Vector i i| Vectorto Block Inverss Wavdel
—®  Transform Conversion : ; Conversion » Transform .
............ - i
JLwL | H WL
......................... HIE Index | W2 X4
LBG : W + Optunal | Coded
Alzorithm § POW, !
ot e % Min d (Vg W) e n] Wy
Optitr,al : Optimnal
Codebook : W,

......................... P
: Ui

HIEH i W
H H t
H 1]

i Codebook

Codebook :

Fig.3. Proposed Compression Model
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We can sce that JPEG2000 Standard achieved betier
PSNR than our proposed system at the samé CR
until {CR=51) after that our proposed system
achieved best PSNR than JPEG2000 Standard i.e.
when CR greater than (51), see Table (I). From
Table (1} you can see two values (Infimity), first
valee occurred at (CR=51, codebook size = 1024,
and codebook  dimensions= 256). Second value
occurred at (CR=57, codebook size = 512, and
codebook dimensions= 256).

Fig.5. represents (256 X 256) Lena standard
orivinal  image. Fig.6. represents (256 X0 2506)
I3aboon standard original image, Fig.l 1. represents
(256 X 236) lena image at (CR=51. PSNR=
Infinity) for our proposed system, Fig. 12, represents
(256 X 256) Baboon image at (CR=31, PSNR=
Infinity) for our proposed system, infinity here
hecause (MSE=0 and then PSNR= Infinity). Fig.13.
represents (256 X 256) Lena image al {CR=51,
PSNR=26.558) for JPEG2000 Standard, Fig.14.
represents {256 X 256) Baboon image at (CR=51,
Coa RO 21.699) Tor JPCG2000 Standard.

VII. CONCLUSIN

In our proposed system, we used many wavelel
Ipes such as HAAR, DB2, DB3, DB4, DBS,
COM T, and COIFZ. We found that COIFF2 wavelet
lype gave best PSNR. Also, our proposed system
gives grealer PSNR than JPEG2000 Standard at
high compression ration above than (CR=51). Also,
we used codebogk with different sizes such as 1024,
512, 256, and 128, Then, for every codebook size,
we used mulliple codebook dimensions such as 4,
0. 64, and 256, It is tound that using (codebook
size = 1024, 512 and codebook dimensions= 256)
gave best quality i.e. (MSE=0 and then PSNR=
Infinity). So, lossiess compression using DWT and
YV} is achicved.
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Frg g COIF 2 Vs IPEG2000 Standard for Lena Image



E. 17 M. M. Helal, S.F. Saraya & S. El-Taweel.

t Dl 2 W SR G Vhalmonn Dinpsgs®
"[ ..... - e S — S == 3 I e . i
|

Fig 10. COIF 2 Vs JPEG2000 Standard for Baboon Image

Fig H, Represent (236 X256) Lena image at (CR=51, PSNR= Infinuy) Fig. 12, Represenl {256 X256) Baboon image a1 (CR=51, I'SNR= Infinsy)
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