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SEMI-ANALYTICAL SPECTRAL SOLUTION FOR POISSON'S EQUATION 
USING DOUBLE ULTRASPHERICAL POLYNOMIALS 

- F'.A.Hindie 

Abstract 

We discuss [he semi-analylical solulio17 ji,r I'uisson!~ eqiiafrun in two dimensions 
i17 a square, subject to the rlrust general mixed boundary conditions, using double 
expansion in ulfraspherical polynomials The extension ofthe rnerhod to rhe Heimholtz 
equation is also considered . Hence The differential equation wilh its boundary 
conditions is reduced to a system of linear equations This system was solved by using 
ECronecker matrix algebra . The method in its present form may be considered as a 
generalization oflhal ofDuha[8] 
I -Introduction 

Historically, the name boundary value problem was attributed to only problems for 
which the partial differential equations are of are elliptic type. We extended the 
developments obtained to solve elliptic partial differential equations. On certain domains, 
such a's rectangles, the so-called fast Poisson' S solvers tat are now widely available 
provide a rapid solutions o r  the standard five -points difference approximation to the 
partial differential equation (cf. Dorr[lO] , Swarztrauber[l8] 
However the resolution of these methods is inherently limited by their algebraic 
convergence, i.e., provided that the solution of the continuous problem has continuous 
and bounded fourth order partial derivatives ,the maximum error of the discrete 
approximation with N+1 grid points in each direction decay as-,!- 

N~ 
Because of this relatively slow rate of convergence the storage requirements can be 

quite severe and the computational time rather long for very accurate calculations A 
method for the solution of Poisson's equation in a rectangle based on the relation between 
the Fourier coeficients for the solution and these for the right-hand side is developed by 
Skollermo[I7].The fast Fourier transform is used for the computation and its influence on 
the accuracy is studied. The method is shown to be second order accurate under certain 
general conditions on the smoothness of the solution. The accuracy is found to be limited 
by the lack of smoothness of the periodic extension of the inhomogeneous terms. 

In recent years spectral methods have proven to be one way to manage the resoluGon 
problem, at least for smoothing the solution in simple geometries. Gottlieb and 
Orszag[l3] solved Poisson's equation in a square ,by using spectral method. ~ a i d v o ~ e ~  
and Zang [15] used Chbyshev expansion technique to Poisson's equation on a square, 
with homogeneous Dirichlet boundary conditions. They have provided some comparisons 
between spectral and finite difference methods for solving Poisson's equation on a squarc. 
They presented some examples containing comer singularities indicating that although 
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the spectral method had a finite rate of convergence , it had a lower absohte error fhjn the 
r i t e  difference methods. Horner[l6] showed how a Chebyshev series in two variables can 
be used to solve elliptic partial differential equations of Laplace type with Dirichlet 
boundray conditions. A simple recurrence relation is obtained for the coefficients in the 
series solution . A double Chebyshev spectra! method for the solution of Poisson's 
equation in a square subject to the most general mixed boundary conditions based on the 
relation between the Chebyshev coefficients for the solution and those for the right- hand 
side is developed by Doha[8]. , 

2. Some important results about functions of one and two variables in terms of 
ultrasplierical polynomials. 

Let the hnctiou f(x) be expressed as uniformly convergent series in the form 

/ ( x )  = $a, ~ f l ) ( x )  
is0 

( 1 ) 

where a, are constants . For the time being it is convenient to use the standardization 

c' (I) =[, (11=0,1, ...) . This is not the usual standardization , but has the required 

properties that Cna'(x) is identical with the Chebyshev polynomial of the first kind Tn(x) . 
c"f)(.r) is the Legendre polynomial pn(x) , and C'(w) is equal to (1 l (n+l )) Un(x), 
where U"(3 is the Chebyshev polynomial of the w;d kind . To find the finite sum 
- ..- ..I-- -1- - 
-vlrra;u-t u r b  f f i i & ~ i l  

v 

/ ( x )  = C L l ,  c? (4  
i -0  

( 2  

following Clenshaw[4] and by using the recurrence relation . 

C~',(X) + a,(x)CnL'(x)+P,(x)C,'_:(x) = 0 ( 3 )  
where 

After some manipulation , we can easily deduce that 

Now , we can give analogous results for functions of two variables. 
Let the bct ion f ( x ,y ) be expressed as a uniformly convergent double series 
of ultraspherical polynomials in the form 
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If R=O then equation (7) will be Chebyshev series expansion . Basu[2] refers to 
eq.(7) as a bivariale Chebyshev series expansion . Now if we write : 

C ,  = Ca,C?(x) 
8=n 

Then ( 7 ) can be splitted as 

= F h, ~ ' ( 4  
,=o 

where b, as defmed in (8). We construct a sequence of numbers 

d,," >dl,"-, , .>dI,O 
such that 

dl."+? = d,..+l = 0 

where a,y),fl,ol) are as defu~ed in (4) . From the result of (6) , we deduce that 

Now to fu~d S we construct a new sequence of numbers gm,gm_,, ...,go such that 

where a , ( ~ )  .P , (x )  are as previously defined ui  (4) . From (6) we have 

Alternatively, from ( I  I )  , let 

If we continue in the same m m e r  we get the same result ( eq.(15) ) 
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3. Discreption of the problem : 
In this section we developed a method based on an expansion in ultraspllerical 

polynomials for solving Poisson's equation in two space variables , namely 

subject to the most general hhomogeneous mixed boundary conditions 

Assuming that the solution to the above problem (16) can be expressed in a uniformly 
convergent double ultraspherical series expansion 

Throughout this work we assumed that there is no discontinuity between the boundary 
conditions at the four comers of the domain of solution . We also assumed that f ( x ,y ) has 
Laown ultraspherical series expansion 

which is uniformly convergent in -1 5 x ,y I 1 . Then it follows that the solution of (16) has 
a double series expansion of the form (1 9) and the solution is fiee of discontinuities . Now 
let us assume the following expansions 

apqu 
where denote the ultraspherical coefficients of - .Also, assuming that 

B xPB yq 

3.1 Derivation of the method of solution : 
A two -dimensional ultraspherical expansion produced by the tensor product choice 

where C(ml'(x) andC';"(y) are the ultraspherical polynomials of  degrees m and n in x and y 

respectively . The truncated ultraspherical expansion is 
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Note that the trial hnctions do not satisfy the boundary conditions individually . 
Thus, it is necessary to have weighted residual conditions for both the partial differential 
equation (16) and the boundary conditions (1  7 )  and (1 8) . Two sets of test functions are 
used . For the partial differential equation , they are 

where 

For the boundary conditions , they are 

r l y ' ( y ) = Q n ( ~ )  , i = i , 2  ; t f=o , i  ,..., N 

The method of weighted residual conditions are 

Four of the conditions in (32) and (33) are linearly dependent upon the others ; in effect the 
boundary conditions at each of the four comer points have been applied twice . The above 
integrals (3 1) ,(32) and (33) may be performed analytically .The resuit is 
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where 

Now, the following two expressions due to Doha[9] are of fundamental importance 
in the derivation of the method of this article .These two expressions are : 

subtracting (47) from (46) and making use of (42), gives immediately 

also if we replace m by (m-I) and (m+l) resp, in (48) ,we obtain 
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Mult~plying both sides of (49) and (50) by m + 2 A -  1  m +  1  
( I  + A - 1) ' 2(1a + A  + I).(m + 2/2) 

respectively ; then subtracting the new obtained equations and making use of (42) and 
often a lengthy manipulation, we get 

(m + 2A - l)(m + 2A - 2) (0.2, 1 (0 .2)  

4m(m - l)(m + R - ~ ) ( m  + A - 2) 2(m+A- l ) (m+A+ l )amn 

Equation (5 1) may be rewritten in the matrix form as: 
M-2 M- 1 

a,+ C A ,  a:;""' = C Am,L fl = 0,1,2,.. .N - 2 
r.0 1=0 

where 

Now if we use the second relation (43) instead of (42) , with p=O ,q=2, then aRer a rather 
tedious lengthy manipulation , equation (52) may be written in the compact matrix form 
Y M N 

Z A . . Q . . + ~ ~ , ~ , = Z ~ A ~ , / ~ , .  - = 2 . ? .  M . n =  2.:. . ,R  ~ 4 )  
110 /'O ,=o 1.0 

where 
B,. = A, 
It is worthy to mention here that Doha [9] defined a related set of coefficients 

A,, = 

- 1 
i = m 

2 ( m + A - l ) ( n ~ + R +  I )  
(m + l)(nr + 2) 

(53) 
i = m + 2  

4 (~1+2A)(n i+2A+ l) (m+A+ I ) (m+A+2)  
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Equations (42) and (43) take the simpler forms 
b l n . N  - b ( ~ . q )  = t ) b ~ n - l . v )  

n-I." mr1.n 
m,p 2 1 

Equation (34) also becomes 

If we begin with (58) ushg  the sanle method but applied to (56) and (57) , we obtain 
equation (54) , but with little effort. . . 

Now, by letting m and n range From 2 to M and 2 to N respectively, we 
obtair. a total of (M-1) (N-I) equations fiom the equation (54). The remaining 
(M +1) (N + I )  - (M -1) (N - I  ) = 2M + 2N equations required for finding the coefficients 

m= 0 , I ,  2, ....., M, n= 0,1,2, ......, N are obtained From the boundary conditions . 

3.2 Utilizing the boundary conditions : 

Rewrite the equations (35) ,(36) after some manipulatio~i , in the form 
U 1 

ilmo + C u,a, = v m  
"-2 

v 
nt = 0,1, ..., M 

awl + Cv.a.. = s, 
n= 2 

where 
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Note that the boundary conditions (59) and (60) are not ail linearly independent ,there exist 
four linear relation among them . Equations (59) and (60) may be used to eliminate 
aon,nln,a,,, and a,, &om the left hand side of equation (54) to give 

M 

A&%+ A.,h.+ Bh.+ B,.~.+c[A.,- Am&,- ~.,v,].a.. 
r = 2  

which in turn may be written as : 

where 

and 

let A be the (M-I) (N -I) matrix with (m,n)th element s+,, .I 2 tzr 5 M - I ,I s ,I 5 N - I 

Then equation (6 1) may be written in the ~natrix fonri 
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C A + A D = B  (64) 
where 
C is an (M-I) x (Ivl-I) matrix with (m,n)th element c,,,,,~,,, ; D is an (N -1) x (N - I )  matrix 

with (m,n)th element dm,,,,, ; and B  is an (M -1) x (N -1) matrix with (m,n)th element 

~+,,,+, . It is worthy to note that the matrix C  represents the ultraspherical approximation 

with the nonhomogeneous mixed boundray conditions ,i.e., C A represents the first to - 
d x' 

term in eqcation (54) with the boundary conditions of equation (59) used to eliminate a,, 

and a,, for o s n s N . The y-derivative in equation (54) appears above in the form A  D. 

The matrix equation (64) represents a system of linear algebraic equations in the 
rectangular matrix A of the type (M-l)x(N-1) consisting of the element 

a, (2 9 i 2 M ,2 I j 9 N )  . A method using the kronecker matrix algebra for solving such 

system is introduced in the next article. 

3.3 Solving the system of equation (64) 
Let the kronecker product of the two matrices C and D be defined by : 

CC3 D = [cv.D] (r,j = 2, ...,M) 

and their kronecker sum as 
C B D = C B I , - , + I , - , @ D  

where ],,-;and IN-, are the identity matrices of order (M -1) and (N -1) respectivkly . 
Now, inlh.ooducing the so called block vectors = [s2,a -,...., a-,, lT,k = [ b ~ - ~  ,.... b-, P 
consisting of the columns of the matrices A  and B respectively,where: 
A = [a-,a -,... a-,],B = [b-,b -4... 6-,I then it is easy to prove that the system (64) is equivalent 
to the-following system 

G g = b  (65) 

where the coefficient matrix G is equal to the kronecker sum D' @ C ,where D' denotes the 
transpose of D. More detailed description of this algebra can be found in Graham 1141 . 

4. An alternative contributed method of solution 

If we assume that U(x ,y ) and its partial derivatives U'P.q'(~,y)  = a p q v ( x , ~ )  have fie 
a xPa yq 

double ultraspherical series expansions given by (19) ,(21) and(22). Then Doha [9 ]  proved 
that 
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and 

a,. - 

Now , it can be easily shown koni (66)  and (67)  that 

It follo~vs fro111 (67) and (68)  that the partial differential equation (16)- (utilizing equation 
(34))- is equivalent to 
M t! 
C K , , a , , + Z a ,  LJ,= fm,, , O < r r S N  , O < m < M  
110 J'O 

(70) 

where 
i !  (nr + d)T(nr+ 2A)[(i  +A)' - (rn + A)'1 

K = me ,i 2 nr + 2,(i  - nr)e im 
H I !  r ( i  + 2 ~ )  (71) 

atld zero otherwise. 
Now, we propose that a ,  and aw can be neglected for m;rM+l , n;r N+l and to 

eliminating a ,.N- l ,a z,N, .  aM-l.J andaM,, by making use of the boundary conditions(35)and 

(36) .The Conditions (35)  and (36) after some lengthy manipulation ,may be put in the 
fonn 
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where 
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r r ( n  + 22) 
v; = {(-I,fa3 --/A] [a. + 

1421 

using (71) and (72) to eliminate a*, a ,,., a,,-, ,a,,, from the fu~ite f'olrrt (70) leads 

to 

b l , , = f  , , - (Km.M-,gf ,+Km.Ml~'n+ L r - d m +  LN.n~'m (76) 
Equation (73) may be written in the matrix form 
H A + A T = B '  (77) 

where A is (M-1) x -1) matrix with (m,n)th element am ,O I rn 5 M - 2 ,O s rt 5 N - 2 .  

This equation has the same method of solution as the matrix equation (64). 

This alternative approa&1 leads to an equation which is similar to equation(64).There 
is some computational advantages in this approach, equation (77) throws some Light on the 
structure of the matrices R and T which were not previously apparent Note thh many of 
the elements of H and the transpose of T ,including all those on and below. the main 
diagonals are zero. Note also that although the methid of this article is computationaliy 
simpler than that of article 3 ,it is mathematically equivalent and will produce identical 
results, which is a big advantage to our proposal . 
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5. Extension of the methods to solve Helmholtz equation 

To extend the ultraspherical expansion methods of articles 3 and 4 to handle 
Helmholtz equation 

For constant a subject to the more general inhomogeneous mixed boundary conditions (17) 
and (18) . This needs a complicated modifications of (61) and a simple one for (73), by 
adding to both sides, tkrms which reflect the steps of their derivations applied to the 
coel-ficients of U( x, y ). 

Now ,by applying the procedure of article 3 to the equation (78) we get 

where Cm ,DJn and b,", are previously given as in(62) and (63) respectively.The difference 
M N 

between (79) and (6 1)apart from the parameter a is the additional term , C C AmlarBJn 
1-0 1'0 

,which may be written in the form 

Equations (59) and (60) again may be used to eliminate the coefficients 
~ o o , ~ , , , ~ l o , ~ l l , ~ o l , ~ l J , ~ , o  and a,, from the right-hand side of (80) .This process involves 

very tedious and lengthy manipulation. ~erfo'rming ths elimina!ion left us with 

substitution from (81) h t o  (79) gives 
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e..=b..-a[(~.~,g. ~ A . ~ ~ ~ ) B ~ . + ( A . ~ ~ , + ~ ~ . ~ ~ ~ B , . + ~ ~ A . ~ ~ , +  ,=1 Am,hll 
U (83) 

+~A~,(B. .~ ,+B, .~ , ) -Z(A. .P ,+A.~~.KB~.~,+ ,=I ,=1 B,.s.) 1; 2 s n l s M Z s l l s N  

Equation (82)may be written m the matrix form 
C A + A D + a C A D = E  , 2 s r n s M , 2 S 1 1 s N  (84) 

where E IS an (M-I) x (ld- I) matnx wtth (m,n )th element em, The matrix equation (84) 

represents a system of linear equations in the rectangular matnx A and has the same 
method of solution 1ke that of equation (64). If we apply the alternative method of article 4 
to equation (78) , we get the followmg modified form of (73) as 
M-2 N - 1  

~fTjym,a,n+~nm,Tln+aa,n=brmn; 2 ' r n s M - 2 ,  2 s 1 1 s N - 2  
#=o  1'0 

( 8 5 )  

where Hm, , TI. and br,, are previously defined by equations (74), (75), and (76). 

Equation(85) may be written in the matrix form 

H A + A T + a  A = B '  

w11icI1 also has the same med~od of solution like equation (64). 

6. Nomericai results rud discussion 

Consider'the problem 

subject to the boundary conditions : 
11(x,y) = 0 x = - 1  

rr(x,y) = 0 y = l  

This problem has been considered by Doha [8] ,but by using doubly Chebychev 
polynom~als This problem is symmetric about the y-axis, and its analytical solution is given 
bv 

The approximate solution with M=N= 16,is tl~en 
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we write a program which automahcally solves the problem (87) for any particular d 
and evaluates the corresponding approximate coefficients. We shall take some special cascs 
according to the values of the parameter d 
Casc 1 

'fie consider the case 1 = 00 , which means that the basis of expansion are 
Chebyshev polynomials of the f ~ s t  kind. The values of Ia,} for M=N=lG are given UI 

Table 1. The results are in agreement with those obtained by Doha [8] . . 
Case 2 

We consider the case 1 = o 5 , which mexs  that the basis of expansion are Legendre 
polynomials .The values of (a'I} for M=N=16 are given in Table 2. 

Case 3 
We consider the case1 = 1.0,which means that the basis of expansion are Chebychev 

yolyno~~ials of the second kind .The values of {a,} for M=N=lG are given in Table 3. 

Case 4 
We consider two cases for slnall and negative values'of the pararneter/t , one with 

1 = -035 and the second with d = -0 45 .The values of the set of coefficients Ia,} for 

M=N=16 for these two cases are given in Tables 4 and 5 respectively. 

Table.1 : Nonzero coefficints ( x lo6 ) in the approximate solution 
of equation (87) with d=O , M=N=16 . 

Table.2 : Nonzero coefficints ( x 10" in the approximate solution 
of equation (87) with a=+ , M=N=16 . 
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Table. 3 : Nonzero coefficients(x lo6 ) in the approximate solution of 
equation (87) with 1 = I ,M = N  = I6 . 

Table. 4 : Nonzero coefficients(x lo" ) in the approximate solution of 
equation(87) with 1 = - 0 3 5  , M =  N = I ~  . 

Table. 5 : Nonzero coefficients(x lo6 ) in the approximate solution of 
equation (87) with I = -0.45 ,M = N = 16 . 
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From these Tables wc deduce that the results corresponding to small and negative 
valws of a are superior to any of the others. 
From this we conclude that the expansion based on Chebyshev polynomials of the f is t  kind 
( 2  = 0.0) is not always better than ultraspherical series. 
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