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SEMI-ANALYTICAL SPECTRAL SOLUTION FOR POISSON'S EQUATION
USING DOUBLE ULTRASPHERICAL POLYNOMIALS

F.A Hindi*

Abstract

We discuss the semi-analytical solution for Poisson's equation in two dimensions
in a square, subject to the most general mixed boundary conditions, using double
expansion in ultraspherical polynomials The extension of the method to the Heimholiz
equation is also considered . Hence The differential equation with its boundary
conditions is reduced to a system of linear equations This system was solved by using
ECronecker matrix algebra . The method in its present form may be considered as a
generalization of that of Doha[8]

I-Introduction

Historically, the name boundary value problem was attributed to only problems for
which the partial differential equations are of are elliptic type. We extended the
developments obtained to solve elliptic partial differential equations. On certain domains,
such as rectangles, the so-called fast Poisson' S solvers tat are now widely available
provide a rapid solutions of the standard five -points difference approximation to the
partial differential equation (cf. Dort{10], Swarztrauber[lS]
However the resolution of these methods is inherently limited by their algebralc
convergence, i.e., provided that the solution of the continuous problem has continuous
and bounded fourth order partial derivatives ,the maximum error of the dxscrete
approximation with N+1 grid points in each direction decay as '2
N

Because of this relatively slow rate of convergence the storage requirements can be
quite severe and the computational time rather long for very accurate calculations A
method for the solution of Poisson's equation in a rectangle based on the relation between
the Fourier coefficients for the solution and these for the right-hand side is developed by
Skollermo[17].The fast Fourier transform is used for the computation and its influence on
the accuracy is studied. The method is shown to be second order accurate under certain
general conditions on the smoothness of the solution. The accuracy is found to be limited
by the lack of smoothness of the periodic extension of the inhomogeneous terms.

In recent years spectral methods have proven to be one way to manage the resolution
problem, at least for smoothing the solution in sxmple geomelries. Gottlieb and
Orszag[13] solved Poisson's equation in a square ,by using spectral method. Haxcfvogel
and Zang [15] used Chbyshev expansion technique to Poisson's equation on a square, .
with homogeneous Dirichlet boundary conditions. They have provided some comparisons
between spectral and finite difference methods for solving Poisson’s equation on a squarc.
They presented some examples containing comer singularities indicating that although
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the spectral method had a finite rate of convergence , it had a lower absolute error than the
finite difference methods. Homer[16] showed how a Chebyshev series in two variables can
be used to solve elliptic partial differential equations of Laplace type with Dirichlet
boundray conditions. A simple recurrence relation is obtained for the coefficients in the
series solution . A double Chebyshev spectral method for the solution of Poisson’s
. equation in a square Subject to the most general mixed boundary conditions based on the

relation between the Chebyshev coefficients for the solution and those for the right- hand
side is developed by Doha(8]. | .

2. Some important results about functions of one and two variables in terms of
ultraspherical polynomials. :

Let the function f(x) be expressed as uniformly convergent series in the form
/69=%a,C0 . (1)
where g, i are constants . For the time being it is convenient to use the standardization
C*® (1) =i, (0=0,1,...) . This is not the usual standardization , but has the required
properties that (' (x) is identical with the Chebyshev polynomial of the first kind 7" (x) .
C?(x) is the Legendre polynomial P (x), and (*’(x) is equalto (1/(u+1)) {/,x),
where [/ (x) is the Chebyshev polynomial of the secoad kind . To find the finite sum

SR DU R TS S,
consider the function

1= %0, CP) (2)
following Clenshaw{4] and by using the recwrrence relation :

@+, CI @+ B =0 (3)
where

o 2 "
a.t= (n+2z1)"‘7 ,ﬁ"(x) n+24 (4
We construct the sequence p,.p,_ ,.np, Suchthat p =4 =0,
a=b+a,®-b.+ B, @b, ,i=NN-1..0 (5)

Where i, (x) | ’6" (x) are as defined in (4).

Alfter some manipulation | we can easily deduce that
b, if A%0
f=3, ' (6)
T(bo - bz) if A=0 )
Now , we can give analogous results for functions of two variables.
Let the function f( x,y ) be expressed as a uniformly convergent double series
of ultraspherical polynomials in the form

1639 = 350, CY@ CP0) | (7)

i=0 j=0
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If 2=0 then equation (7) will be Chebyshev series expansion ., Basu[2] refers to
eq.(7) as a bivariate Chebyshev series expansion . Now if we write : »

b=3a,C"w (8)
¢,=3a,Cm (9)
Then (7 ) can be splitted as

JEN=2b.CH® (10)
1&=3e,C00) | an

Thus, as in (10), let
S =S.0N=22a, CYx) Cf,“(y)

1=0 j=9
=% h P
1=0 -
where p, as defined in (8). We construct a sequence of numbers
di,n ’d:,n-v""df,o
such that
d._nn = di,ml = 0

ay = d.;, * al(-y)di,qu +ﬁj”()’)dl,]11
_':n,n-l,.'..,O

(12)

where oy (»), ﬁ, () are as defined in (4). From the result of (6) , we deduce that
(d.s if A=0
bf{%(d,-'o—d,.z) i A=0 )
Now to find S we construct a new sequence of numbers J S - S - such that
8ri™ &un=0 |
b=g*ra®g.+b.0g, 14
ci=mm-1..0
where ¢y (x) ,ﬂ'(r) are as previously defined in (4) . From (6) we have
, if A=0
1&-&) ¥ A=0
Alternatively , from (11), l;at
S =S x)) = Jz:joc, C96)

If we continue in the same maaner we ge( the same result ( eq.(15)).

S = _S’””(x’y) = [ (15)
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3. Discreption of the problem :
In this section we developed a method based on an expansion in ultraspherical
polynomials for solving Poisson’s equation in two space variables , namely
a’ul —015———/( y) , -lsxysl (16)
dx
- subject to the most general inhomogeneous mixed boundary conditions

a
it ‘a—'-=}/,(y) , x=-1 |
* ' L -lsysi an
Ju ~
al"”ﬂzZ: )/z(y) . x=1 |
3
o+ J_——i=}/$(x) , y=-1 ‘
, -l<xst (18)
Qs li ¥ ————=}/‘(‘€) , y=1

Assuming that the solution to the above problem (16) can be expressed ina uniformly
convergent double ultraspherical series expansion

Ve =33 a. CCP0) (19)

m=0n=0
Throughout this work we assumed that there is no discontinuity between the boundary
conditions at the four comers of the domain of solution . We also assumed that f ( x ,y ) has
known ultraspherical series expansion

JEN = X3 S CV 0 CP ) (20)

m=0n=0

which is uniformly convergent in ~1< x,y <1 . Then it follows that the solution of (16) has
a double series expansion of the form (19) and the solution is free of discontinuities . Now

let us assume the following expansions

Gu 53 A eaOYeulty ‘ _ @D

ox G4

- S ) @)

where %" denote the ultraspherical coefficients of ’a — Also, assuming that

Ry Ao RNEE 3)

}/’(x)=i}/:) Dy, i=34 (24)
o

3.1 Derivation of the method of solution :
A two -dimensional ultraspherical expansion produced by the tensor product choice

1) ) m=012,. ..M
@, =0=Cl®C; (y){ 01z o (25)

where (**(x) and C*”(y) are the ultraspherical polynomials of degrees m and nin x and y
respectively . The truncated ultraspherical expansion is
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M N .
Uy =u(xy) =23 q. . CP0OCP ) (26)

m=0n=0

Note that the trial functions do not satisfy the boundary conditions individually .
Thus, it is necessary to have weighted residual conditions for both the partial differential
equation (16) and the boundary conditions (17) and (18) . Two sets of test functions are
- used . For the partial differential equation , they are
m=012,. . M-2

V.= 0,0 Q”(y){n =012, N -2 @7
where

C‘ () C»
)= e (=Sl
O (x g o

b

2
P (m+A). r(m+2/1)[ T'(4) ] @9
" 2™ ml TR

For the boundary conditions , they are
7'm=00) ., i=l2; n=0L.,N 29)
7]:)0‘) =0 () , i=34;m=0l. M ' (30)
The method of weighted residual conditions are

03,2,.,M~-2 .
f f(f"z —of—7~”——f(x NY (5 y)ds = o['" NP (31)
and '
] . (? ,
flaw BSE-y o D=0 ]
T P . ,n=0. N ‘ (32)
Jlawnt B5=-7 007, Wdy=0 |
-1
Jlaru+ ———;/(r»n "(x).e=0 ,
N ,m=01,..,M . (33)
j(a,-wﬁiglyi—}/‘(r))n:)(x).dr=0* ]

Four of the conditions in (32) and (33) are linearly dependent upon the others ; in effect the
boundary conditions at each of the four comer points have been applied twice . The above
integrals (31),(32) and (33) may be performed analytically .The result is

Qo (o z) _ m= 0,1,2,..:,M—2
Clnn fm{" —012, N2 (34)
ud _m(m+22)
-1)"
,;,( ) [ e P ]
n=0..,N (35)
i L m+22) ]
ford LIAReY) am=7,
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i(_l),[a _n(n+2/1)ﬁ:| =

(’ 2;“;2’1 " l =0, M 36) -
y LUAS

Zu[ MNP Y) 'H“} am=Y
where

= Ja —y')”fdy.j(l ~x) T (). (2, ) 37)
am' = I(l R m -x%) lf”rwm,(x,y).dv (38)
aw’= f(l ) ’dyj(l %) ‘flwmw)dr 39
y= j (- y o o).dy i=12 (40)
= [a-2"Ty n (. i=34 (1)

Now, the following two expressions due to Doha[9] are of fundamental importance
in the derivation of the method of this article .These two expressions are :

g e T g Tl 42)
2mm+ A~ 1) 2(m+ A +1).(m+22)
tra-v _ n+2A~1 g n+l {p.a) mg21 .. (43)

@ S+ A-1) At ™ 20+ A+1).(n1+24) Ampsl
If we replace m by (mn-1) and (in+1) resp. in (34) ,we get

(2, 2
At Qomon = Fin (44)
(2.0 {0.2)
metn a:u,.: meln 45)
m+1 m+24-1

multiplying both sides of (44) and (45) by T AT i2h) | It Ao

respectively,we obtain

m+2i-1 (2.0) (0.2) m+2A-1 46
2”'(”,_’_[{__ 1) a..._n.. am—ln 2m(m+,{—- l)fm-l.n ( )
m+1 [ an |, oan]_ m+1 o
2(m+/1+ 1).(m+21)lam+l.n1-am+l.n] - 2(m+/1+1).(m+2/1)fm+l.n ( )

subtracting (47) from (46) and making use of (42), gives immediately

1,0} m+2A-1 (0.2) m+1 0,2)
mn + am—l.n - anu- Ln
2m(m+A-1) 2m+ A+ 1D.(m+24) (48)
m+2A-1 m+1 :
fm fm*l,n

S Zmma A1 2+ A+1).(m+24)

also if we replace m by (m-1) and (m+1) resp. in (48) ,we obtain
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a0 m+2A -2 ©.n Com 0.
min S m + A= 2) 3 2 7 Ay (5 24 1) B
me24=D (49)
_ m+2iA-2 'f ] P
T2 -1)m+ A-2)"" T Am+ Ay (ma 2407
(1.0 24 (03 m+2 0.2
Amern 5 Tew : mern
(m+1)m+ A) 2m+A+2).(m+21+1) (50)
a m+2A 7 m+2 ),
T 2m D (mA ) 2t A 2)(m 24 + 1)
m+24-1 m+1

Multiplying both sides of (49) and (50) by IGraA-D ° AmeAeDmiZd)

respectively ; then subtracting the new obtained equations and making use of (42) and
often a lengthy manipulation , we get 3 .

(m+21-1)(m+24-2) (o 2 1 (0.2)

Qo™ (e — 1Y+ 2~ Dm+ A - 2) 3" 2m+ A= O+ A+ ) Fm
. (m+1)(m+2) ©2) _
T A 2AYm + 24+ DY (m 4 A+ Ym + A4 2) Frezn T 1)

(m+22 = 1)(m+24 - 2) B 1
dm(m = )(m+ A -1(m+ A ~2) St Am+A-D(m+A1+1) Som

(m+1D)(m+2) Y
m+2.n

+
Am+2AXm + 24 + D(m+ A+ D(m+ A +2)
Equation (51) may be rewritten in the matrix form as:

mt ZAM. a.’= Z At n=042, .N-2 . (¢2)
where
[ (m+22-1ym+24-2)

dm(m~(m+ A -1)m+A-2)
-1

i=m-2 (to be doubled if A= 0 , m=2)

i=m

A, = 2m+A-1)m+2+1) (53)
; (m+D(m+2) i=mea
A+ 2A)m+ 24+ )(m+ A+ 1)(m+ A +2)
0 unlessi=m  m+2

Now i‘f we use the second relation (43) instead of (42) , with p=0 ,q=2, then after a rather
tedxous ]engthy mampulatxon , equation (52) may be written in the compact matrix form

LAm,an ZawB SHWE S B, m=23 M on=23 N (54)
=0 ,=0

wherc

B.= A4,

It is worthy to mention here that Doha [9] defined a related set of coefficients
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boe by writing

tra) _ (M AYn+ )+ 2A)0(n+24) b(,,,,, M0 £.q =0l (55)
" m  nl " ’ T T
Equations (42) and (43) take the simpler forms
b= bt = 2m+ D" mp2 ] (56)
- :":3. =200+ VPV g2 &)
Equation (34) also becomes )
ml  nl .
b+ b = Jom (58)

(m+ A+ AT (m+ 2 (1 +24)
If we begin with (58) using the same method but applied to (56)and (57), we obtain
equation (54) , but with little effort. )

* Now, by letting m andnrange from2to Mand 2 to N respectively , we
obtair a total of (M-1) (N-1) equations from the equation (54). The remaining
M +1) (N +1)-M-1) (N -1)=2M + 2N equations required for finding the coefficients
{a,...,) ,m=0.1,2,....Mn=01,2, ... , N are obtained from the boundary conditions .

3.2 Utilizing the boundary conditions :

Rewrite the equations (35) ,(36) after some manipulation , in the form

M
Ao * Z,U,,,am =g,
"’;1 n=01..,N (59
At 2oV = Ha
m=1 J
; _
o ¥ 2y lallom ™ P
VZ =01, M (60)
Am* 2V oln = Sm
n=2 J

where
S =aa.ta B, a. 20

(m+24) . (m+21)
(=B o+ = ﬂ] -1) <a2+ﬂ,)[ - ,B]
H,= 3

g+ B)r+a-B)r7)/ 6

m(m +24) - _ m{m+24)
=a.[ ARTY?) 'B] D az[ Yy 'B}
) o,
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h.= [a.}/:” - a,-)/("”]/(i

51=2a;(1‘+(13ﬁ4‘a4ﬂ,*0

n(n+2R) " u(n+21)
(a;ﬂ,)[an‘ — ,8,.,]+<—1) (a,+ﬂ){a; MA ,H]
0

=l BlrS+(a- By 6.

", o=

n(n+2}.) oy _mn+24)
) =a,[ ATy 'B] D a,[ @~ ,83]

’ 0,

se=laylrar?)/6,

Note that the boundary conditions (59) and (60) are not all linearly independent ,there exist
four linear relation among them . Equations (59) and (60) may be used to éliminate
QowrlrerQugr W g, from the left hand side of equation (54) to give

A8, Auhi* Bur* Bus.* 5[ Au= Aot~ duv]a
+Za,,[B,, Boutt,- Buv,|= ZZAm.f B, ; 2smsM, 2snsN

prdpurd
wlnch in turn may be written as :

M N
2.Cn@u* 20 Dy=bow ;2Sm<M , 250SN (61)
=2 j=2

where

CZE=A2|'~/LI,~A20 D;zzB,z_Bozu,

Co=dv-vidn i Dp=Bu-Bav,! 62)
Co=A. m24  D,=B, n24
and

=25 Auf B (At Auhts® Buta® Bus.) (63)

1=0 y=0

fet A be the (M-1) (N -1) matrix with (m,n)th element a_,,,,, l<msM-1 1susN-|

Then equation (61) may be written in the matrix form
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CA+AD=B (64)
where ' .
C is an (M-1) x (M-1) matrix with (m,n)th element c,,,,., ;D isan (N-1) x(N -1) matrix
with  (m,n)th element d,,,,, ;andBisan(M-1) x(N-1) matrix with (m,n)th element
Bumn - Itis worthy to note that the matrix C represents the ultraspherical approximation
2 .
to ;T with the nonhomogeneous mixed boundray conditions ,i.e., C A represents the first
X
term in equation (54) with the boundary conditions of equation (59) used to eliminate a,,
and a,, for 0<n< N. The y-derivative in equation (54) appears above in the form A D.

The matrix equation (64) represents a system of linear algebraic equations in the
rectangular matrix A of the type (M-1)x(N-1) consisting of the -element
a (2<i>2M2<j<N) . A method using the kronecker matrix algebra for solving such

i

system is introduced in the next article.

3.3 Solving  the system of equation (64)
Let the kronecker product of the two matrices C and D be defined by :

C®D=[¢,.D] (,j=2...,M
and their kronecker sum as
: COD=C® [+ [,,®D
whete [, rand [,  are the identity matrices of order (M -1) and (N -i) respectively .
Now, introducing the so called block vectors a=l[a,,a,,...a,T,b=1b,,b,,...b)
consisting of the columns of the matrices A and B respectively,where:
A=laa,.a,],B=[byb,.b,] then itiseasy to prove that the system (64) is equivalent

to the-following system
G a=b (65)

where the coefficient matrix G is equal to the kronecker sum D” & C ,where D” denotes the
transpose of D. More detailed description of this algebra can be found in Graham {14} .

4. An alternative contributed method of solution

Z,:Mf’_y_). have the
dx?é y*

double ultraspherical series expansions given by (19} ,(21) and(22). Then Doha [9] proved
that

If we assume that U(x ,y ) and its partial derivatives U9 (x,y) =

tra) _ 27(m + A (m + zl)i (+p-DT(m+i+p+i-1
i @P-Ym 3 G-DIT(m+i+A)
« __(mt2i4p-Dl oo
I'(m+2i+p+24-2) st p-rm >

(66)

p=1
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and
) _ 2+ AT 420) S G-+ j+g+A-1)
e (g-H nt Iy =D+ j+4) (67)
* (+2j+g=-2) - (g 51
Tn+2j+q+21-2) Ammzpeaz > T2
Now , it can be easily shown from (66) and (67) that
am_(me ATma24) & i+ A -+ 2y
e ¥ Ao, (68)
(1= m)evs
Q r bl LG+ AP ~(n+ A)?
af..,;” - (n+d) ”(ln+2/'t) J [(J - ) { ) law (69)
! o (j+21)

U-n)even
It follows from (67) and (68) that the partial differential equation (16)- (utilizing equation
(34))- is equivalent to ’
M M

SKya,+Ya, L, =f.,  0<nsN , Osm<M (70)
=0 =0
where
L+ AT+ 22)[(+ 2 = (m + 2y _ '
K, = T TG 20) 42 m+2,(i—meven an

A AT +22)(G+ AP - A
L,= S+ DT+ )[(j *A)y s )J ,Jzn+2.(j-neven - (72)
! m T(j+24)

and zero otherwise, . :
Now , we propose that 4, and g, can be neglected for m=M+1,n2 N+1 and to

eliminating AinrQin> Aoy M4 q,,, by making use of the boundary cbnditions(35)and

(36) .The Conditions (35) and (36) after some lengthy manipulation ,may be put in the
form '

M-2
Am-int Z/U',,,am.. = g',,
m=0 : n=01.,N (73)

M-2
Apnt 2V nlu=H',

m=0

v-2
Ampa™ Z U am=1r".

n=@
vt m=01,..,

A 2V Q= 5"

n=0

M (74)
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where
_ _ M(M +22) (M-1)(M+24-1)
5'.‘ ("l)M{[al - 1' Y ﬂl]-[az + ""'1+2& ﬁz]
M(M +24) (M -1M+2A-1)
+[a’+ 1724 p,][a,- 1424 p,} }*0

= {(—1)"[0., ~ M(M + ZA)ﬂI:H:aI . nm 4-21)51]

1424 1+24
. m(m+21) MM +22) ,
~(-B [a,— T+24 ﬂl:"[al+'————ﬂ1] } /6 .

1+24

W[ M@M24) ] @ M(M+23) [ o
:(—1) [“'_ 1424 ﬁ‘]}’ [a‘+ 1424 ﬂ’] "

n

'

g.

o

[ mme2d) (M=1M+24-1)
v "'_{( D [a, 14224 'B'}[aﬁ 1424 'B’]

W (MM +24-1) m(m-+24) ,
+(-1) l:ar“-—l:r‘“ﬂ;]-[aﬁm—ﬂz] } /5;

n

(M-1(M+24-1) ] o (M-1M+24-1) ] o
W _[a’+ 1424 ﬂz}}/" +(_])M[a“ 1424 ‘}7

o

5= (_i)x _{[a; _ NN +22) ﬂ;}[a. LN +24-1) ﬁ‘]

1+24 1+24
NN«22) [ (N-DN+24-1)
+[a‘+ 1424 ﬂ"}[a’_ 1+22 ﬁ’] }ﬂ

u' = {(-—1)"[0(, - N(N+2/1)ﬁ }[a +n(n+2,1) ﬂ.]

1+24 1+24 v
Cof o 10, |,
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Y ~N(N4»2/l) ) N(N +22) (&)
r,:( D [a’ 1+21 ﬂ,}}/m {a“‘ 1422 /L]}’m

) o',

, T nne22) (N-D(N +22-1)
vy, = {(—1) {a; —T.ZT/]’HQ‘ +—“~‘~~~—ﬂ4]

1+24
ol NN +24-1) ana22) 1 1 e
+h lal 1424 ﬂ":"[a” 1424 'E‘j | /‘)2

(N-1)(N+24-1) @ o (N-IYN+ZA-1) “w
o Ja‘+ 1421 ﬂ“]ym D [a’ 1421 Ay,
S 5"
using  (71) and (72) to eliminate g, ., .cy.duyr Aoy Tom the finite foun (70) leads
to
M-2 N-2
ZHmlaln+ZangT1n=b,m" O<msM~-2,0sn<N=-2) “'(73)
where
Hrm =K_mt*Km.~M—l#’,—Km,Mv,I (74)
T,n = Lm—. LN-l.n u',-” LN,..V',- (75)
b= f,,,,, - (Km,u-xg'ﬂ * Kom [/ P Luns' (76)
Equation (73) may be written in the matrix form
HA+AT=8 (77)

where A is (M-1)x (N -1) matrix with (m,n)th element a,, O<msM-2 0snsN-2.

This equation has the same method of solution as the matrix equation (64).

This alternative approach leads to an equation which is similar to equation(64). There
1S some computational advartages in this approach , equation (77) throws some light on the -
structure of the matrices H and T which were not previously apparent .Note that many of
the elements of H and the transpose of T ,including all those on and below: the main
diagonals are zero. Note also that although the method of this article is computationally
simpler than that of article 3 ,it is mathematically equivalent and will produce identical
results , which is a big advantage to our proposal .
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5. Extension of the methods to solve Helmholtz equation

To extend the ultraspherical expansion methods of articles 3 and 4 to handle
Helmbholtz equation
e LAY | )
For constant o subject to the more general inhomogeneous mixed boundary conditions (17)
and (18) . This needs a complicated modifications of (61) and a simple one for (73), by
adding to both sides, terms which reflect the steps of their derivations applied to the
coefficients of U( x, y ).

Now ,by applying the procedure of article 3 to the equation (78) we get

M N

Zcm.a" Za Dyt @ 23 Aty Byu= b o (79)

=0 ;=0

where (C,.D,and p,, are previously given as in(62) and (63) respectively. The difference
between (79) and (61)apart from the parammeter o is the additional term ,ii Awa,B,

i=0 j=0

,which may be written in the form

ZZAWCLJ _,. =4 o Bon oo Amenao|+Am|Bonaxo+Amlean Amzao,/B;n
i=0 j=0 : j=2 (80)
+Aml§al;B,‘n+B0n§ Amai™ BanL; Aman + ;FZI Amlaiijn

Equations (59) and (60) again may be used to eliminate the - coefficients
Qoo Qo Qor Q1> sy Qs Qi AN @, Tom the right-hand side of (80) This process involves

very tedious and lengthy manipulation. Perfohning this elimination left us with

MM

2.2 Anay B (A&, Amh)Bo.+(Amag,+Am.h)B,ﬁZ(Am.,g, Auh) B

=0 j50

+ZA (F.Bon SlBln) Z(A,,,Wu A..nv,)(Bo..h BlnSv (81)

i=3
M N

+ZZC,.,a., , 2<msM |, 2snsN

1=2 j=2

substitution from (81) into (79) gives

M N

.ZCrmam ZawD1n+aZZCm1a.] in = Con ,2SmSM ,2<n<N (82)

i=2 i=2 =2
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where

Con = bon™ a[(A,,.og,, + Auhe) Bt Auegt Auh) Bt é(Amog, + Auh))

- (83)
M M
+ 2 Al Boar + Buias) = 2 Aol ¥ AV N Bot i+ Buus) |3 2SmsM2<n< N
=2 F=2 r
Equation (82)may be written in the matrix form
CA+AD+a CAD=E 2<msM,2<sn< N (84)

where E is an (M-1)x (N-1) matrix with (m,n )th element o . The matrix equation (84)

represents a system of linear equations in the rectangular matrix A and has the same

method of solution like that of equation (64). If we apply the alternative method of article 4

to equation (78) , we get the following modified form of (73) as '
-2

M-2 N .

Y Huant 20Tt A =b' )y 2Sm<M=2,250<N=2 (85)
i=0 i .

where /. T.and b',. ae previously defined by equations (74), (75), and (76).
Equation(85) may be written in the matrix form

HA+AT+a A=B (86)

which also has the same method of solution like equation (64).

6. Numerical results and discussion

Consider'the problem
: u Fu

z= =0
x’ * 3%
subject to the boundary conditions :
u(x,y)=0 x=-1
u(x,y)=0 x=1

(87)
u(x,y) = 3(1-x") y=-1

u(x,y)=0 y=1
This problem has been considered by Doha [8] ,but by using doubly Chebychev
polynomials .This problem is symmetric about the y-axis, and its analytical solution is given
by

L 23y Cos(i ~ 3)m x Sinh(i - $)7 (1~ )
) =-5% G-y Sink(2i - O

The approximate solution with M=N=16,is then

we =32 aq,COC ) (88)

120 j=0

143



F. A. Hindi

we write a prograin which automatically solves the problem (87) for any particular 1
and evaluates the corresponding approximate coefficients. We shall take some special cases
according to the values of the parameter 2
Case |

We consider the case A=00 , which means that the basis of expansion are
Chebyshev polynomials of the first kind. The values of { a, } for M=N=16 are given in

Table 1. The results are in agreement with those obtained by Doha [8] . .

Case 2
We consider the ¢ase 1 = 05 , which mears that the basis of expansion are Legendre

polynomials .The values of { a!} for M=N=16 are given in Table 2.

Case 3 .
We consider the case A = 1.0,which means that the basis of expansion are Chebychev
polynoimials of the second kind .The values of { a ,j} for M=N=16 are given in Table 3.
Case 4 ) .

We consider two cases for small and negative values of the patameter 1 ; one with
1=-035 and the second withA =-045.The values of the set of coefficients { av_} for

M=N=16 for these two cases are given in Tables 4 and 5 respectively.

AN, [} I 2 3 a s 6 7 8 {9 b ]| s]|ie
R
o | 338236 | 22757 | 76141 | 21691 | 4418 | 1028 | 267 {96 | 41 { 20} 10 | 6 I3 {2 gt fo1 ] o6
2 | 173859 | 11620 | 36958 | 9442 | .1285-] 21 9| s I a6l 9l s 32t |4 0
4 4418 -1757 -1255 1373 -8 357 <124 33 -3 ] 3 -3 2 -1 1 [ 0
6 267 2231 99 55 -124 118 -82 47 <23 10 -4 i o 0 0 0 ]
b 41 -39 31 -i4 5 1R -23 21 -16 10 -6 3 -2 [ 0 0 0
10 10 -10 9 -7 3 1 -4 6 -6 5 -4 3 -2 1 -] ] 0
12 3 K] 3 2 2 BE 0 1 2 2 -2 2 ] 4 i -1 ] 0
1 1 - 1 -1 1 Bl [ 0 0 1 gl i jatl i ]a]0loae
16 v 0 0 0 0 o | o 0 0 0o} o Joto]lolo]oe 0
Table.l : Nonzero coefficints ( x 10° ) in the approximate solution
of equation (87) with 1=0,M=N=16 .
] 0 H 2 3 4 5 6 7 8 9 1 1 12 3 “ 15 § 16
i
0 96378 | -143462 63224 ~22042 4798 -1078 233 -70 26 -11 5 -3 1 -1 0 ¢ 10
2 {-ioan | javen | 6373 wm s | a12 {are | 246 | 114 | 53§ 26 {3 | 7 | 4 2 EI IR
4§ ar98 b asm | s 3467 a0 | 1075 1335 | -as [ 32| 38} 27 a7 | 11 | 4 ENE
6 233 386 419 -7 338 404 305 | 174 | <78 26 -3 -3 6 -5 3 -2 1
g | 2 - 158 97 32 38 | 79| 83 | 66 | 43 | 24 ] 1 i R
0] s -16 26 N 2 -14 3 | gl 2el ] -19]14a] 94 s 3 110
12| 1 - 7 9 11 9 [ -1 4 7 9 9 g.1 s -4 21
1l 0 E) 2 3 4 4 3|2 1 1 O O A O | 3 2 1
6| 0 0 i - 1 -1 1 -1 1 0 0 [ 1 - R

Table.2 : Nonzero coefficints ( x 10° ) in the approximate solution
of equation (87) with A=} 6 M=N=]6 .
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iToj 1]z ]3]a]ste]7]s]olwjuluain]ia]is]is

i
¢ | Wy |-in | soses |00k | ewz | MW T 297 [T 66 | 19 | -7 3 -1 1 0 0 0 0
2 [-106331 § i830) | 79377 | 15213 | .2428 097 1 yg7 | 477 | 202 -84 36 -16 3 -4 2 < Q
4 GRRZ | 7113 [ -2420 ] 5397 | 134 | 1891 | 530 | .8 128 t -1 T 41 22 -12 7 -3 2
I 277 | 914 987 | a7 | 530 | 781 | 632 § 364 | -1S1} 33 14 1251221 -16 10 £ 3
8 | 19 | 96 1202 |21 | (28 [ 33 |151j1gs|-5a] 1o [.s2} 191 2] -516 | -5 | 4
] 3 -4 136 L6t 71| -53 14 26 | -52 1 57 149} 34 | -2 1 -4 1 1
121 1 ] 31 8 {-15]22 (26|22 -n]2|wl-20]20}-18]14]97}571-3
Wio ] a2 [+ 71817 wi{oie6 ] t]a18 9198161
w6l o lo o | t]2]213 | 3]4]l2l1 234t a]37]3
Table. 3 : Nonzero coefficients(x 10° ) in the approximate solution of

equation (87) with 1=1 M=N=16.

ol 1]z 3]s tsts Tl s ofjwejuuflnln|e]is]is

i
0 | v | ssees | masz | 918 | 369 | 89 | 27 | -11 5 -2 1 -1 9 1] 0 [ 0
3 | o | St | wise | 1729 | 255 | 34 -1 2 1 -1 [ 0 [] Q 0 9 [
4 | 369|232 1355 {186 | 97 {40 { 15| 5 | -2 | 1 [ 0 [0 1o o o]0 ]6@®
6 27 | -3 -1 13 | -15 | 12 -8 4 -2 1 -1 ] ) 0 0 9 9
8 | 51 6|1 tl 2l 2t a2l 2t vt t]o T ef{e]oiole
10 | 1 |2t o 1ot ofoe |11 [-rteto]ololoeoloeloeo]e
12| 0 | -1 {000l ole o] ol o i0o]o]o]e ool o
14 [0 |00 o to|0olo et ol io|oeoltoeolaolal]o0
61 0] 000 ]lo o106 loe ol o6l elolo| o {0l
Table. 4 : Nonzero coefficients(x 10° ) in the approximate solution of

equation (87) with A=-035 M=N=16. '

o 1 |23« 1s5te | 718 {99 ww{nmjwz]n3]uiis]|is

i
g | lael sy {3 ¢ |27 1] 0otefo] oo loeloleo
3 | lani T a5l 38 | 6 | -1 ] 6 | 0 1 0o | 0o ]o oo to]o]o
4 52 | -29 1 58 1 24 }-12 5 -2 1 0 0 1] 0 9 0 1] 0 0
6 | 4 | 4| 1121211110 j0e]o]o}o]e]olo]ol]eo
8 | 1 | -1 ] o]0 lo]el ool o ]olofoe]e]oiaelol]eo
w0 |o!le | o]loje]|olo]lololole]olel e [0]60

12 0606 0o otololo [ololeloeolojo|o]ol]oleoe;

Wi o0o ol oo loto e ool olo]lole]|oi0lolo
161 0] a0 oo lo]olojololoe]oloflololes aloe

Table . 5: Nonzero coefficients(x 10° ) in the approximate solution of
equation (87) with 1=-045 M=N=16.
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From these Tables we deduce that the results corresponding to small and negative
values of A are superior to any of the others.
From this we conclude that the expansion based on Chebyshev polynomials of the first kind
{ A =00) is not always better than ultraspherical series.
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